A broad range of countries agree on a two-pronged approach towards the regulation of Lethal Autonomous Weapons Systems (LAWS): prohibiting autonomous weapons systems that do not allow for human control, while devising positive obligations for the human control of those systems that are not prohibited.

In 2023, states should build on this common ground and move towards clear international legal standards for those states that are willing to participate.

Committed states should promote policy convergence on key elements of regulation; examine a prohibition on autonomous weapons that target people; and work towards initiating negotiations through the UN General Assembly or a standalone process.
Laws for LAWS
Towards a treaty to regulate lethal autonomous weapons

The automation of decision-making has impacts and implications in many areas of society. Increasing autonomy in weapons systems represents the most deadly iteration and moving forward towards legal regulation is an urgent task.

A broad range of countries – including many involved in these technological and military developments – have acknowledged that regulation of lethal autonomous weapons should be based on a two-pronged approach: prohibiting autonomous weapons systems that do not allow for sufficient human control, while devising positive obligations for the human control of those systems that are not prohibited.

In 2023, states should take steps to build on this common ground towards establishing clear international legal standards for those states that are willing to participate. Such standards can, in turn, exert a wider influence.

Committed states should promote policy convergence on the key elements of regulation; examine a prohibition on autonomous weapons systems that target people; and work towards initiating negotiations through the UN General Assembly or a standalone process.

For further information on this topic:
https://ny.fes.de/topics/sustaining-peace
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Towards a treaty to regulate lethal autonomous weapons
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1 INTRODUCTION

States have been considering how to respond to the ethical, legal and peace and security challenges posed by increasing autonomy in weapons systems since 2013, first at the Human Rights Council, and then since 2014 at the Convention on Conventional Weapons (CCW). The CCW’s discussion has focused on «emerging technologies in the area of Lethal Autonomous Weapons Systems (LAWS)».1

As these deliberations proceed, several countries are investing heavily in the research, development and deployment of more advanced technologies and systems that could be used to automatically apply force to targets – including people – based on the processing of sensor data.2 Developments in such systems and their usage risk eroding human control in the use of force and automating the taking of human life. The absence of clear, international legal norms and standards only heightens these risks.

As of early 2023, a broad range of countries – including many involved in these technological and military developments – have acknowledged that ensuring human control over weapons systems facilitates compliance with existing law. Moreover, these countries generally agree that the regulation of LAWS should be based on a two-pronged approach: prohibiting autonomous weapons systems that do not allow for sufficient human control, while devising positive obligations for the human control of those systems that are not prohibited. This broad policy convergence has been a significant and welcome development during the past two years of discussions in the CCW.

Notwithstanding this broad policy convergence, political positions continue to differ among its adherents. Is an international legally binding instrument needed that could develop and codify standards on this basis? Or, alternatively, would national standards or the international discussion of good practices be an adequate response?

Although progress in developing common understandings has been made at the CCW, its recent meetings have shown that meaningful outcomes – whether legally or political binding – cannot currently be secured in this consensus-based forum. This paper argues that strong international norm-setting in this area nevertheless remains an urgent, necessary, and achievable task for states. In 2023, states can build on the common ground that has been achieved in policy discussions, towards initiating a process to set international legal standards for those who are willing to participate. Even if not acceded to by all actors, these standards can, in turn, exert a wider influence.

2. INCREASING AUTONOMY IN WEAPONS SYSTEMS TODAY

The International Committee of the Red Cross (ICRC) describes autonomous weapons systems as those that «select and apply force without human intervention». The ICRC explains that therefore:

After initial activation or launch by a person, an autonomous weapon system self-initiates or triggers a strike in response to information from the environment received through sensors and on the basis of a generalised «target profile». This means that the user does not choose, or even know, the specific target(s) and the precise timing and/or location of the resulting application(s) of force.3

Ethical, legal and peace concerns arise from states’ development and use of these systems because of the uncertainty they entail as to when, where and to what they will apply force. These characteristics raise challenges for ensuring adequate human control over the use of force, which has legal and humanitarian implications, as well as implications for international stability. They also raise more fundamental challenges around dignity and further dehumanisation in the use of force. For example, if such systems are used against people, this entails individuals being sensed, processed and targeted as patterns of data and objects by machines – which is qualitatively different to other weapons systems.4

2 For some of the latest news and developments, see, for example, the Automated Decision Research project; available at: https://automatedresearch.org (last accessed on 28.01.2023).
The challenges of ensuring adequate human control with autonomous weapons systems increase with the lag time between human decision-making and the system’s application of force, and with the size and complexity of the area over which it operates. They also grow with the scope and complexity of the ‘target profile’, because the operator may not adequately understand what the effects of the system will be on the environment and the objects it contains.

States have been using sensor-based weapons systems for some time. These systems use sensors to gather information, calculate whether this matches a pre-determined ‘target profile’, which may for example be a heat shape, radar signature, or object of a certain weight, and apply force if so. Some such systems have raised significant problems to which the killing of people, use of force, and, ultimately, risk increasing automation in present risks to ensuring meaningful human control over the construction of target profiles. Such developments include incorporating advanced computational techniques under the broad umbrella of ‘artificial intelligence’. These advances have the potential to extend the duration and geographical scope over which militaries operate weapons systems that apply force automatically, as well as the complexity of the target profiles used in these systems. These developments present risks to ensuring meaningful human control over the use of force, and, ultimately, risk increasing automation in the killing of people.

As has been noted elsewhere, the character or direction of current developments mean that rather than a watershed moment there are likely to be continued steps towards more autonomy and a reduction of the role of the human user(s) in the decision-making process. There are currently a range of systems that are being developed or have recently come into use that could raise concerns around human control if used in certain modes of operation. Especially problematic are features that lead to digital dehumanisation, a process whereby humans are reduced to data, which is then used to make decisions or take actions that negatively affect their lives, or both.

One example is that of loitering munitions systems, aerial systems released over a target area for a period of time, which can automatically apply force to detected target objects. Such systems are being developed or used by the US, Israel, Turkey and Russia, amongst others, and their use has been reported on in various current conflicts.

For instance, a UN Panel of Experts reported the use of the Kargu-2 loitering munition in Libya in 2021. The system has automatic target recognition capabilities, which the manufacturer is reportedly extending to include facial recognition. The use of such a feature would raise concerns about the automatic targeting of people as objects sensed by autonomous weapons systems, which the ICRC and others have highlighted as ethically unacceptable.

The use of loitering munitions in Ukraine during 2022 has also been widely reported on. The KUB loitering munition used by Russia, for example, reportedly has ‘AI visual identification, which can perform ‘real-time recognition and classification of detected objects’. These features potentially raise concerns around increasingly complex target profiles:

10 Ibid.
13 Kayser (2021) above note 9
17 Kayser (2021) above note 9
the risk grows that operators do not adequately understand or predict what the effects of a system will be in the environment of use. This erodes the level of meaningful human control over the weapons system.

These recent developments make it all the more urgent that states should agree on the regulation of LAWS. The imperatives to do so range from the adequate protection of civilians in armed conflict to managing the risky dynamics of international competition in weaponry between highly militarised states.

3 POLICY CONVERGENCE

A significant development over the past two years has been the emergence of common understandings amongst a range of countries on some key policy aspects for the regulation of autonomous weapons systems. The level of agreement amongst states should not be overstated: there are continuing differences on finer technical points, but also on political questions, such as the need to develop new international law. Nevertheless, there is now a broad convergence amongst a wide range of countries on two key policy points: first, the need to combine prohibition with positive obligations; and second, the linkage of human control and legal compliance.

3.1 Prohibition + positive obligations

Firstly, a broad convergence has developed regarding the structure required for the regulation of autonomous weapons systems: countries have proposed that this should recognise both the types of systems that are or should be prohibited, as well as positive obligations or regulation to ensure adequate human control over other autonomous weapons systems.

The working papers submitted to the CCW in 2022 give an indication of the positions of the states most active in the discussion. In these, a structure of prohibition and regulation was put forward in a paper on elements for a legally binding instrument proposed by Chile and Mexico, as well as in various papers submitted by a group of Latin American, Asian and African states proposing that a new legally binding instrument should be adopted. Many of these countries also belong to a regionally diverse group of 23 states recommending that the outcomes of the CCW’s work in 2022 should include a commitment to work collaboratively to prohibit autonomous weapons systems that are not sufficiently predictable or controllable to meet legal requirements. Commitments should also be made to identify and agree on limits and other regulations to uphold the rules of international humanitarian law for other types of autonomous weapons systems including limits on the type of target and duration, geographical scope and scale of use.

A group of European states including France and Germany has also proposed a «two-tiered approach» of recognising the prohibition of systems not compliant with International Humanitarian Law (IHL) while regulating others to ensure legal compliance. China suggested distinguishing between prohibiting and regulating different autonomous weapons. The Non-Aligned Movement also called for a legally binding instrument containing prohibitions and regulations.

A paper submitted by the US and others drew attention to both a consensus that weapons not usable in accordance with IHL would be prohibited and identified measures to mitigate the risk of unintended engagements and good practices related to human-machine interaction. These measures and good practices are similar in content to the regulations or positive obligations suggested by other countries to maintain meaningful human control over weapons systems. They include, for instance, limiting the types of targets systems can engage, the duration, geographical scope, and scale of the operation of a weapons system, and taking steps to ensure that operators and commanders understand how systems function.

The Chair of the Group of Governmental Experts (GGE), the CCW’s current forum for discussing autonomous weapons systems, sought to reflect this convergence and the common


18 Chile and Mexico. (2022) »Elements for a legally binding instrument to address the challenges posed by autonomy in weapon systems«; available at: https://documents.unoda.org/wp-content/uploads/2022/08/WP-Chile-and-Mexico-.pdf (last accessed on 28.01.2023).
elements highlighted by a broad range of states in the first draft of his report of the Group’s work (which was not, ultimately, adopted).25

This broad convergence on »an approach based on the prohibition of autonomous weapon systems that cannot be used in compliance with IHL, and the regulation of other types of autonomous weapon systems« was also, significantly, highlighted in a joint statement led by Austria delivered to the UN General Assembly’s First Committee in 2022. This statement had the support of states from many of the regional and political groupings whose interventions at the CCW are described above. The list of endorsing states included NATO members and countries involved in developing autonomy in weapons systems, as well as some of the states most strongly opposed to increasing such autonomy.26

### 3.2 Human control and compliance

The second significant policy point on which broad convergence has developed in recent years at the CCW is the linking of legal compliance – particularly regarding IHL – to human control, decision-making and accountability over weapons systems. This linkage has been highlighted by a similarly broad range of countries.

In 2022, for example, the working paper submitted by the above-mentioned group of 23 states suggested that the CCW should recognise that these factors are necessary »in order to ensure compliance with International Law«.27 The paper by the US and others suggests that »human-machine interaction … should ensure that the potential use … is in compliance with applicable international law«.28 A paper submitted by the UK also suggests that the process to agree guidelines and good practices it proposes »would need to address the level of human involvement [that] is necessary to achieve the IHL ends«.29

Several countries agreed on »the necessity for human beings to exert appropriate control, judgement and involvement in relation to the use of weapons systems in order to ensure any use is in compliance with International Law«. Highlighting that sufficient human control is a means to achieve compliance was also noted in the Austrian-led statement to the UN General Assembly First Committee that was supported by a diverse grouping of 70 states.30

### 4 POLITICAL DIFFERENCES – AND CCW DEADLOCK

There are both policy and political differences amongst the states that recognise these key policy points. For example, states are at variance when it comes to identifying which systems and uses are already ‘de facto’ prohibited, or which should be prohibited. These countries also differ over what political response is required to develop and enact the principles and structures of regulation that they have highlighted.

The Automated Decision Research project’s »State positions« monitor numbers, at the time of writing, 86 countries that have spoken in favour of developing a legally binding instrument to regulate autonomous weapon systems.31 Some states within the broad policy convergence described above, such as the US, UK and others that endorsed the US-led working paper to the CCW in 2022, have explicitly rejected negotiating a legal instrument, proposing instead that agreement on principles and good practices should be developed within the CCW.32 The working paper by France, Germany and others suggests that standards should be operationalised by states at the national level.33 Some states in this grouping have explicitly rejected international legal regulation (for example, France34), some have a national mandate to pursue it (for example, the Netherlands35), and some have not declared their position.

Notably, some European countries appear to have higher-level domestic political support or mandates that could be used to advance legal regulation, but which are not matched or pursued in their diplomatic positioning in international fora such as the CCW. For example, the Foreign Minister of the previous German government called for states parties at the UN General Assembly in 2018 to support Germany’s »initiative to ban fully autonomous weapons – before it is too late!«.36 In 2019 the MFA stated that Germany’s goal was a worldwide ban on fully autonomous lethal weapons

---


27 Argentina et al. (2022) above note 20

28 Australia et al. (2022) above note 24


30 Austria et al. (2022) above note 26

31 Automated Decision Research, »State positions«; available at: https://automatedresearch.org/state-positions/ (last accessed on 28.01.2023).

32 Australia et al. (2022) above note 24

33 Finland et al. (2022) above note 21

34 Automated Decision Research, »State positions«; available at: https://automatedresearch.org/state-positions/ (last accessed on 28.01.2023).


systems37 – but Germany has not adopted a clear position in the CCW in favour of international legal regulation, and has concentrated its efforts on political standards, such as ‘good practice’ approaches. Similarly, the Norwegian government’s latest political platform commits it to »take necessary steps to regulate the development of autonomous weapons systems«38 – but Norway’s negotiators in the CCW have not used this political agreement as a basis to support and pursue a legal instrument.

Generally, within this broad policy convergence, countries more involved in the development and acquisition of weapons systems incorporating features of autonomy favour politically binding or ‘good practice’ approaches, while others favour stronger, legal regulation.

At the same time, there are a number of states – including, for example, India, Israel and Russia – that sit more outside the development of common understandings described here, and reject the development of legal or any other specific responses beyond further discussion in the CCW. Automated Decision Research has counted 11 states that have spoken against an international legal response – as well as 36 that have not adopted a clear position.39 The latter include several more militarised countries, including NATO members, many of which endorsed the Austrian-led General Assembly statement noted above.

Even major differences between states’ positions do not have to be an absolute barrier to useful progress in addressing contentious issues. In recent years, however, the CCW has proved to be an ineffective forum for securing meaningful outcomes and responses on the autonomous weapons issue and on a range of other weapons issues that raise humanitarian concerns.40 Russia, in particular, has taken on the role of preventing the adoption of reporting or outcome language on areas of broad agreement that do not reflect its national position. In doing so, it has mobilised an interpretation of ‘achieving consensus outcomes’ frequently employed in the CCW that is wielded as an effective veto, and favours the positions of countries that have come to be considered the most significant to the work of the CCW (the so-called major military powers).41

The relevance and legitimacy of the CCW as a forum for dealing with weapons, means and methods of warfare that pose humanitarian problems have been severely challenged by the behaviour of states seeking to force their positions to be adopted as ‘consensus’. Using the CCW’s own tools, such as interpretations of its rules of procedure, these tactics have undermined the convention’s work, while other states seem to be unable to effectively challenge these tactics.42

As of early 2023, the landscape of states’ positions on what should be the legal or political response to the problem of increasing autonomy in weapons systems, and the way in which ‘consensus’ is currently being interpreted at the CCW, means that no meaningful political or legal agreed outcome can currently be achieved there. This will remain the case for the foreseeable future.

5 OPPORTUNITIES FROM COMMON GROUND

Notwithstanding this, the policy convergence that has developed within international discussions at the CCW and elsewhere provides opportunities for making progress towards an effective international response to the issues raised by increasing autonomy in weapons systems.

It is clear that any effort to set international legal standards – or even to develop politically binding guidelines or consensus on good practice – will not enjoy the agreement or participation of at least some of the countries most involved in the development of autonomous weapons systems and military practice around them. Any such efforts, then, will involve a smaller number of countries seeking to establish and develop principles and rules. These, in turn, would be designed to shape global expectations around how technologies should be used, and so aim to influence the behaviour of the international community more generally. This is not an unusual dynamic in international law and policymaking around weapons technologies.

The common ground that has been developed in international discussions forms a strong basis for such a norm-setting effort. The way forward could begin with those states that are committed to developing new international law in this area. They could set out from the key central points of common ground they have developed, as the basis for setting clear rules and principles on the issues that have emerged in the policy discussion as the most important. Negotiations on such an instrument could have relatively wide participation, and potentially generate broader effects – based as it would be on existing common ground.

39 Automated Decision Research, »State positions«; available at: https://automatedresearch.org/state-positions/ (last accessed on 28.01.2023).
42 For further detail, see reporting by Reaching Critical Will, above note 40.
As any treaty negotiation would have to be initiated outside the CCW, some states driving increasing autonomy in weapons systems may be more likely than others to participate. Evolving domestic mandates, and a proposed basis for negotiations that is sufficiently close to existing national policies, may encourage some to participate— even if their present position is opposed to such a currently hypothetical process. Some states with sophisticated weaponry, such as NATO member the Netherlands, already have mandates to pursue international efforts for the prohibition and regulation of autonomous weapons. However, the Dutch government has emphasised that such efforts will be ineffective without «military powers». Others have kept a strong focus on restricting discussions to the CCW— however, there is currently no alternative process taking place.

A legal instrument negotiated on the basis of broad convergence also has the potential to influence states within this convergence that nevertheless do not join the negotiations. Any international legal rules agreed upon would provide a context for discussions on good practice and national standards on the same subject matter in different fora and groupings. That could provide a reference point that other states might use in making different types of commitments. It has been noted by some states opposed to developing new law at this time that first creating politically binding standards, such as declarations or guidelines, would not preclude a legally binding instrument later— the reverse is also true.

More generally, states are very likely to continue their discussions within the CCW on LAWS for the foreseeable future, alongside any other developments that may occur. Any legal standards set outside the CCW framework would be relevant to, and could not be ignored by, states’ deliberations there. Though some states are likely to emphasise that they are not bound by standards they have not signed up to, their practice and positions will be increasingly scrutinised in relation to them.

6 THE NEED FOR SWIFT NORM-SETTING

In a context of evolving technology and military practice in relation to increasing autonomy in weapons systems— where there are challenges to identifying when activities cross clear thresholds of concern— it is crucial for the international community to achieve greater clarity and certainty by establishing strong rules and standards. The strongest tool with which to establish such standards is international law. A process initiated by states that share a clear common purpose and goal would greatly sharpen the discussion of the rules that are needed, and through its negotiation and conclusion would influence the broader conversation on autonomy in weapons systems by providing a strong point of reference built on existing convergences.

Based on current positions, any negotiation process that might realistically take place in the coming years would be likely to involve a regionally diverse range of states, and some, but certainly not all, potential users and producers of weapons systems with autonomous features.

In the absence of such a process, restricted as it may be, customary norm development will still occur. But it will be left largely to a small minority of states that are at the forefront of scientific developments and weapons deployment. The longer this is the case, the greater the risk that unacceptable technologies and practices will be developed, normalised, and fuel instability between states.

7 MOVING FORWARD

The CCW’s discussions on LAWS have produced useful policy discussions in recent years. Because of how it currently functions as a forum, these cannot be taken forward into meaningful legal or political outcomes there. States were not even able to acknowledge aspects of the policy convergence outlined in this paper— such as a «two-tier» approach to regulation— in the latest report on their work at the 2022 Meeting of High Contracting Parties. Many countries, including Germany and Switzerland, observed this with regret.

This should not be accepted as an adequate mode of operation for an international forum dealing with matters of the conduct of war— and so of life and death. Elsewhere in 2022, over 80 states, including many of those most visible in the CCW’s discussions on LAWS, from NATO members to states from all regions concerned with peace and security, came together to agree new political standards to better protect civilians from the use of explosive weapons in populated areas. Such ambitious and innovative approaches to shape global norms effectively can and should be used to approach the issue of increasing autonomy in weapons systems.

To move forward, states that wish to address the challenges posed by increasing autonomy in weapons systems should:

- Work to increase policy convergence on the key elements of regulation. A broad range of countries agree on the need for human control, which was shown by the Austrian-led statement of 70 states to the UN General Assembly’s First Committee on autonomous

43 Netherlands Ministry of Foreign Affairs (2022) above note 35
44 This point was raised at the July session of the CCW’s GGE by the US, for example. Reaching Critical Will. (2022) «CCW Report, Vol 10 No 10»; available at: https://reachingcriticalwill.org/images/documents/Disarmament-fora/ccw/2022/hcp-meeting/reports/CCWR10.10.pdf (last accessed on 28.01.2023).
45 One of the characteristics for a successful process identified in Human Rights Watch (2022) above note 41
The automation of decision-making has impacts and implications in many areas of society, particularly for human rights and digital dehumanisation, of which increasing autonomy in weapons systems represents the most deadly iteration. Away from the CCW, the potential risks to human rights of emerging military technologies using algorithms and machine learning were also recognised by states at the Human Rights Council in 2022. With concern remaining high amongst civil society, international organisations and the UN Secretary-General, the tech and robotics sectors and a large number of states, moving forward towards legal regulation is an urgent task. With convergence developing amongst states on many principles and points of policy, those states that are willing to participate must now take the next step towards developing these elements into international law that could win broad support and exert widespread influence.

48 States should build on this, and develop the key points of agreement on the elements of regulation that are necessary to ensure human control. These would in all likelihood focus on the adequate understanding of systems and their effects in the context of use, and limiting the location and duration of operation of the systems. These discussions should be pursued in all relevant international fora, including the CCW, Human Rights Council and First Committee, in addition to regionally and nationally convened meetings, such as the regional conference on autonomous weapons being organised by Costa Rica in February 2023.

- Examine the specific humanitarian and ethical challenges posed by autonomous weapons systems that target people, and the need to prohibit such systems. The ICRC, Stop Killer Robots and others have drawn attention to specific problems relating to dignity, dehumanisation, civilian protection and discrimination posed by autonomous weapons systems used to target people, and have called for a clear prohibition of these systems alongside other prohibitions and regulations. Despite many states observing that life and death decisions should not be left up to machines, more in-depth consideration is currently lacking – though such a prohibition would be a clear and achievable component of a broader structure.

- Take steps towards initiating negotiations on an international legal instrument to prohibit and regulate autonomous weapons systems. In taking steps towards initiating negotiations either through the UN General Assembly or a standalone process, committed states should focus on their goal of an international legal instrument and pursue a process that will achieve that, rather than being wedded to a particular forum. They should find the most effective process that brings together states united by the common purpose of effectively regulating autonomy in weapons systems, cannot be blocked by ‘consensus’, has clear deadlines for its conclusion, and is inclusive of all relevant stakeholders.

48 Austria et al. (2022) above note 26
50 See Brehm (2019) above note 4
51 For an elaboration on these recommendations on the characteristics of an effective process, see Human Rights Watch (2022) above note 41
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