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Gender bias in AI systems poses significant challenges 
to achieving equality. AI, dependent on data for training 
and decision-making, often perpetuates gendered ine-
qualities due to biased datasets that reinforce stereo-
types and exclude diverse experiences. This impacts 
women’s access to healthcare, employment and educa-
tion, compounding structural inequities. Addressing 
these biases requires integrating gender-sensitive data 
throughout AI development to ensure fairness and equi-
ty. Barriers include technical opacity, binary gender 
norms and patriarchal structures, particularly in the 
Global South. Solutions involve algorithmic transparen-
cy, inclusive data frameworks, cross-sectoral collabora-
tion and feminist ethics. Embedding gender data in AI 
is essential to empower marginalised groups and pro-
mote social justice.

Summary   

Gender equality is achieved when women and men en-
joy the same rights and opportunities across all sectors 
of society, including economic participation and deci-
sion-making, and when the different behaviours, aspira-
tions and needs of women and men are equally valued 
and favoured. However, the existing artificial intelligence 
(AI) development process from design to deployment 
perpetuates gender bias, which can significantly disad-
vantage women’s lives in access to knowledge, resources 
and opportunities. AI depends on data to learn patterns, 
make predictions and improve its accuracy, but the qual-
ity and quantity of data directly influence its perfor-
mance and outcomes. When an AI algorithm is trained 
on data that embodies traditional gender roles and ste-
reotypes, its results may be biased and perpetuate those 
same norms and assumptions. This can result in unfair 
practices and decisions that adversely affect women and 
marginalised communities. Tackling gender bias in AI 
and data requires proactive efforts to ensure diverse rep-
resentation in data collection, algorithm design and de-
cision-making processes. Generating high-quality statis-
tics relies on eliminating gender bias at all stages of the 
production process.

Background  
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AI and gender  
discrimination  

“Artificial intelligence”, or the simulation of human intel-
ligence in machines designed to perform tasks that typi-
cally require human cognition, such as learning, reason-
ing and problem-solving, has permeated our everyday 
lives. AI is increasingly applied to decision-making across 
areas such as hiring, healthcare, education, security and 
resource allocation. Yet beneath its promise of efficiency 
and innovation in the industry, these systems often per-
petuate gender discrimination. The rise of these biases is 
due to AI models being trained and optimised by existing 
large datasets which are full of missing and incomplete 
data on women and misrepresentations that often fail to 
consider their needs. Recent studies across sectors are re-
vealing the negative impacts of gender data bias on AI 
deployment and use, including in healthcare (Baum
gartner et al., 2024), education (Arora, 2024) and hiring/
employment (Capasso et al., 2025). 

As gender biases accumulate in AI decision-making pro-
cesses, AI systems can reinforce structural inequalities. 
This can transcend individual women’s lives and signifi-
cantly affect the larger political and economic structure 
of society. This phenomenon comes from historical bias-
es – such as the underrepresentation of women in leader-
ship and their invisibility in positions of power – and has 
been embedded in societal power relations, preventing 
equal opportunities for women and other marginalised 
groups in resource allocation, economic participation and 
political representation. 

While women have been historically discriminated 
against and disadvantaged in many fields, gender bias in 
AI applications can amplify these disparities and have 
more severe consequences. From digital healthcare mis-
diagnosing women, to recruitment tools favouring male 
candidates and financial algorithms preventing female 
entrepreneurs from accessing investment, this gendered 
impact can be compounding. Hence, it is crucial to ad-
dress these gender biases when building AI-enabled sys-
tems, because it ensures that models are trained on di-
verse, representative data that capture gender-specific 
needs, behaviours and disparities.

“Gender data” is information that provides insights into 
the differences in experiences, needs and outcomes 
among various genders, essential for understanding and 
addressing gender disparities when designing our tools, 
services, platforms and institutions (data.org, 2024). 

The “male norm” in datasets is a default across contexts 
(Perez, 2019), skewing tools, services and policies to-
wards male-centred experiences, often overlooking the 
distinct lived realities of other genders. This bias leads to 
designs that fail to account for gender-specific differenc-
es, perpetuating inequities in health, safety, economic ac-
cess and overall well-being. For example, a Europe-wide 
FES project that examined the social impact of Covid-19 
on gender in 15 countries found that gender care gaps 
and pay gaps increased as women performed more care 
work. This led to policy recommendations around in-
creasing the supply of childcare and extending childcare 
opening times (Wiesner, 2023). According to the UN 
Women report, we lack data for 80 per cent of the gen-
der equality indicators across the Sustainable Develop-
ment Goals (2022). 

International institutions and stakeholders such as the 
United Nations, the Clinton Foundation and the Bill and 
Melinda Gates Foundation have called for closing the 
“gender data gap” to help achieve gender equality (Co-
laço & Watson-Grant, 2021). However, it is essential to 
recognise cultural factors that help identify the gender 
gaps in our datasets. For instance, there are data deficits 
on women and girls’ sexual behaviour in socially conserv-
ative contexts in the Global South. These gaps demand 
novel and creative approaches in accessing these groups 
and getting them to participate in such data building ef-
forts (Arora, 2024).

What is gender data?   
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How can gender data enable AI systems?  

The International Labour Organization (ILO) points out 
that unbiased data are critical for identifying and reduc-
ing gender-based inequalities (Watson & Gardner, 2023). 
The core of AI systems are algorithms, which AI systems 
rely on to learn data patterns and generate decisions. 
However, algorithms are not objective; they rely on 
training data and inherent biases in the datasets. There-
fore, gender data ensure that AI systems can be trained 
on unbiased datasets. Gender data allow AI systems to 
identify and address gender issues and consider gen-
der-based disparities, improving the accuracy and fair-
ness of their decision-making in fields such as health-
care, employment, education and beyond.

One of the main challenges is that most global data col-
lection focuses on binary cisgender sex-disaggregation 
classifications (Colaço & Watson-Grant, 2021). When AI 
systems are trained on datasets that lack gender sensitiv-
ity, the algorithms tend to amplify existing social biases 
present in the datasets. These algorithmic biases include 
presentation bias, filter bias, selection bias, historical 
bias, aggregation bias and interaction bias – which fur-
ther the gender gap by limiting access to resources and 
opportunities for women and marginalised communities 
(Gutierrez, 2021). For example, biased algorithms reinforce 
harmful gender roles by associating women with house-
work in images, further increasing social stereotypes.

Incorporating gender data into AI systems will not only as-
sist in reconstructing societal power relations, but also im-
prove the traditional gender hierarchy and promote fair 
distribution in society. By integrating gender data, AI sys-
tems can better recognise and address gender biases, 
leading to more equitable outcomes in applications rang-
ing from healthcare diagnostics to employment and social 
services. Without it, AI systems risk reinforcing existing in-
equalities and overlooking the unique experiences and 
challenges faced by different genders in varied contexts.

Examples in healthcare, employment 
and education

To illustrate the importance of gender data in AI, we 
need to examine current practical examples of how gen-
der data AI systems across industries can reduce health-
care, employment and education inequalities.

AI systems have shown significant potential in diagnosis 
and personalised treatment in healthcare. However, stud-

ies revealed that many medical AI systems fail to accu-
rately predict the health of people from economically dis-
advantaged backgrounds due to a lack of intersectional 
data (Baumgartner et al., 2023). Datasets for medical AI 
systems favour middle-class and high-income people in 
developed countries, resulting in a lack of gender and eth-
nic data in digital health records. The underlying causes of 
pain in people of colour and myocardial infarctions in 
women cannot be effectively diagnosed, as AI systems are 
trained on data centred on white males. To address this 
problem, it is necessary to integrate gender and ethnic 
data into medical datasets. This could improve the diag-
nostic accuracy of AI systems, provide more personalised 
care and improve treatment for women from marginalised 
groups.

In employment, AI systems have exposed deep-rooted bi-
ases in recruitment and gig platforms. For example, fe-
male drivers in India who are from lower-income and mar-
ginalised communities often face obstacles such as cultur-
al norms, lack of necessary documents and safety issues 
when using online ride-hailing platforms such as Uber and 
Ola for flexible income opportunities (Bansal et al., 2023). 
This results in female drivers being pushed into lower-paid 
and less secure roles. The problem is that the platform 
fails to incorporate gender-sensitive data and reinforces 
systemic exclusion. Incorporating gender data into plat-
form algorithms, designing safety measures and tailoring 
recruitment strategies will provide women with safer em-
ployment opportunities and promote more inclusive eco-
nomic development.

Gender bias in AI within education is a significant concern. 
Studies revealed that course recommendation algorithms 
exhibit gender bias towards female students (Chinta et al., 
2024). These recommendation systems tend to steer male 
students towards STEM (science, technology, engineering, 
mathematics) fields, and female students towards human-
ities and social sciences, reinforcing social stereotypes. 
Moreover, the system may lead to fewer advanced courses 
being recommended for minority students. The conse-
quences of these biases limit the academic and career op-
portunities of women and minorities in high-paying and 
traditionally male-dominated fields. To mitigate these bi-
ases, it is essential to incorporate gender-disaggregated 
data and fairness-aware algorithms into AI systems, ensur-
ing more inclusive and equitable educational experiences, 
regardless of students’ gender and ethical background. In 
addition, regular review and adjustment mechanisms are 
key to ensuring educational equity.

5How can gender data enable AI systems?



Overcoming the barriers to building gender 
data to train AI systems  

Barriers to gender data

While integrating gender data into AI systems is essential 
for promoting inclusivity, numerous barriers hinder its col-
lection and use in AI development. Historically, data col-
lection processes come in the form of gender binary tem-
plates, leaving little space for non-binary and gender-fluid 
identities, and limiting the diversity of gender data (Co-
laço & Watson-Grant, 2021). Technical barriers increase 
these structural problems. Many AI systems function as 
opaque “black boxes” with a lack of transparency as to 
what kinds of data go into the training of their algorithms 
(Baumgartner et al., 2023). This opacity creates signifi-
cant obstacles in identifying and understanding the gen-
der data gaps, and correcting these biases in practical ap-
plications. In addition, gender-disaggregated data be-
tween countries, platforms and industries reduce AI 
models’ accuracy and limit the effectiveness of bias miti-
gation strategies. Another concern is the societal barriers. 
Deep-rooted patriarchal cultural norms, gender roles and 
structural inequalities still exist in many Global South 
countries. In male-dominated industries, people who work 
in leadership positions do not prioritise or acknowledge 
the need for gender data due to a lack of interest or moti-
vation. In the end, women are excluded from male-domi-
nated fields, further perpetuating existing biases.

Breaking down barriers 

Measures can be taken to effectively overcome barriers 
to collecting and using gender data in AI systems. First, 
algorithmic transparency is increasingly a prerequisite 
for AI regulations globally. Regulators are requiring AI 
systems to be explainable to ensure the decision-making 
process is accountable. 

Second, data collection frameworks should include diverse 
gender identities beyond the binary gender category and 
ensure that these different experiences are captured. 

Third, cross-sectoral collaboration, especially between 
computer scientists and data feminists, should be pro-
moted to ensure that AI systems are designed with a 
gender perspective. 

Finally, industries should establish gender-sensitive con-
tinuous monitoring and evaluation mechanisms to en-
sure that AI systems are inclusive in different contexts.

The Horizon Europe-funded  
FINDHR project 
 
provides effective solutions for pre-deployment testing 
and post-deployment monitoring of gender bias in 
AI-enabled recruitment systems. For pre-deployment 
testing, computer scientists in collaboration with hu-
manities scholars created a semi-synthetic dataset 
based on more than 1,100 donated CVs. This can then 
be used to test for biases introduced by automated CV 
ranking or selection systems. The dataset is artificially 
generated data that mimic data patterns from these 
gendered datasets, without containing actual personal 
or sensitive information. The development of the data-
set focuses on ensuring that historically marginalised 
groups are not ignored and introduces as much varia-
bility as possible to achieve diversity while protecting 
privacy. For post-deployment monitoring, FINDHR 
provides an equality monitoring protocol for third-par-
ty monitoring of biases in AI-based recruitment pipe-
lines. The protocol is accompanied by software, docu-
mentation and legal analysis. Finally, FINDHR mobi-
lises civic communities invested in promoting and 
building gender data to embed such practices via 
masterclasses and feminist participatory action re-
search interventions (Capasso et al., 2025).

Box 1
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Governments should develop frameworks and commit 
resources to address the gender data gap to promote so-
cial equity. 

Governments should also require all AI-driven public ser-
vices to conduct gender equality assessments early on in 
development to enable the detection and correction of 
biases in design. 

Policies should promote gender data collection and re-
quire algorithms to be transparent and explainable to 
detect and correct gender bias. 

In addition, industry leaders should promote feminist 
ethics in AI development through public-private partner-
ships, ensuring the building and securing of gender data 
and use in ways that empower marginalised gender 
groups. 

Moreover, the industry needs to invest in monitoring and 
correcting algorithmic bias in AI processes, with a spe-
cial focus on gender bias. 

Last, the industry should increase leadership diversity 
and encourage women to participate in AI development.

Policy  
recommendations

Conclusion and  
call for action

Integrating gender data into AI systems is a techni-
cal necessity and an ethical requirement for ensuring 
fair outcomes in society. As AI increasingly influences 
societal structures, their development must reflect the 
diversity of the populations they serve. Without gender 
data, these systems risk reinforcing the inequalities 
they should eliminate.

Overcoming technical and social barriers to gender 
data collection requires collaboration. Policymakers, 
industry leaders and technologists must prioritise 
transparency and implement ongoing monitoring to 
mitigate gender bias. Treating inclusivity as an add-
on is not effective; gender data must be embedded in 
every stage of AI development.

In the technological landscape, AI has the potential to 
either reinforce discrimination patterns or serve social 
justice. Given that technologies including AI are in the 
making, we have the opportunity to intervene strate-
gically. We can train AI with new gender data that are 
representative of diverse and intersectional genders 
with their needs, concerns and aspirations. As they 
say, garbage in is garbage out. As a corollary, we can 
replace historically gender-biased data with new data-
sets that can shape our products, services, platforms 
and policies in ways that empower women and other 
genders. The tools are already here; it is up to us to 
ensure they are steered in the right direction.

7Policy recommendations
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