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This paper explores Feminist Artificial Intelligence 
(FAI), a framework leveraging intersectional feminism 
to address biases and inequities in AI systems. FAI em­
phasises interdisciplinary collaboration, systemic power 
analysis and iterative theory-practice loops. By embed­
ding feminist values – equity, freedom and justice – 
FAI seeks to transform AI development, ensuring inclu­
sivity and social sustainability. Practical applications 
include initiatives such as FemAI’s advocacy for femi­
nist perspectives in the EU AI Act and the MIRA diag­
nostic platform, which aligns AI tools with social jus­
tice goals. FAI marks a critical departure from tradi­
tional AI by tackling structural inequalities and 
promoting accountable and equitable AI solutions.

The intersection of feminism and artificial intelligence 
(AI) has emerged as a critical area for ensuring social 
equity within technological advancements. Feminist 
Artificial Intelligence (FAI) explores how feminist val­
ues, such as freedom, equity and justice, can influence 
AI development, challenging the male-dominated, 
Western-centric biases that currently pervade AI sys­
tems. This paper investigates FAI’s core principles, its 
role in disrupting power structures, and how it com­
pares to other frameworks such as environmental, so­
cial and governance (ESG) criteria. 

In this paper, we share FAI’s state of the art from both 
a theoretical and practical viewpoint to stay ahead of 
the fast-paced AI developments.

Summary   Introduction  
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Background  

Intersectional feminism serves as one of the most effec­
tive research methods to unlock the black box of AI sys­
tems operating in a patriarchal system. In this system, 
power and authority are primarily held by men, often re­
sulting in the subordination of women and marginalised 
groups.

Although there are multiple definitions of feminism, Fer­
guson (2017) identifies a set of values shared amongst 
them which can be categorised into three pillars. 

	→ First, feminist theory acknowledges the world as a 
complex subject, as opposed to simplifying it through 
dualistic thinking of “either/or”. 

	→ Second, feminist thinking is compared to fluid proces­
ses rather than static entities, acknowledging their dy­
namics and change. 

	→ Third, feminism is concerned with understanding the 
current world (intellectual subject) as well as changing 
it (a political undertaking) through equity, freedom 
and justice movements. 

Ferguson (2017) formulates the common goal of chal­
lenging current power relations, imagining better worlds 
and striving to achieve them. The main tools to pursue 
this goal are intersectionality, interdisciplinarity and the 
execution of theory-practice feedback loops. 

Intersectional feminism refers to a framework that ac­
knowledges the oppression of people shaped not only by 
their gender, but by other social categories such as eth­
nicity, class, sexuality, ability, age, religion or geography, 
which intersect (Hill Collins, 2010). In a globalised, trans­
national world, people can belong to multiple groups si­
multaneously (Purkayastha, 2012).

Theory-practice feedback loops are used to emphasise 
how both theory and practice constantly influence each 
other through feedback loops (Ferguson, 2017). Taking 
the intellectual subject and the political undertaking into 
account, FAI is motivated by envisioning a better world 
beyond “one-size-fits-all” solutions which typically miss 
cultural nuances (Arora and Chowdhury, 2021). This could 
be addressed through intersectional research and by set­
ting up interdisciplinary teams.

Intersection between  
feminism and AI   

The existence of the concept FAI implies that the cur­
rent landscape of AI systems lacks alignment with in­
tersectional feminist values. An AI system, as defined 
in the EU AI Act, refers to “a machine-based system 
that is designed to operate with varying levels of au­
tonomy and that may exhibit adaptiveness after de­
ployment, and that, for explicit or implicit objectives, 
infers, from the input it receives, how to generate out­
puts such as predictions, content, recommendations, or 
decisions that can influence physical or virtual environ­
ments” (European Parliament and Council of the Euro­
pean Union, 2024a). It transfers societal structures 
from the analogue to the digital world and drives both 
risks and opportunities by influencing society with its 
outputs (Gillam and Jain, 2024; Toupin, 2024).

The present understanding of intelligence in the field 
of AI is described as mostly rational and masculinist 
(Atanasoski and Vora, 2019: 195). Additionally, the set 
of values that shape the design of AI consists of those 
based on Western cultures (Arora and Chowdhury, 
2021: 5). As a result, AI currently leads to a digitised so­
ciety embedded into a social system with power ine­
qualities. Subsequently, AI systems may reinforce 
structural discrimination of marginalised, underrepre­
sented and underprivileged people (MUUP) (Gengler et 
al., 2023; Toupin, 2024). 

This raises the question of how FAI can help shift soci­
etal structures from patriarchal foundations toward 
more equitable futures, and to what extent the con­
cepts of feminism and AI may remain misaligned.
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Intersection between  
feminism and AI   

How to bridge the gap between  
theory and practice  

AI can be shaped by the idea of societal and environ­
mental sustainability, creating a world where patriar­
chal structures are reduced, where there is equal pay 
for equal work, where more people have access to 
healthcare, and where nature is thriving – a peaceful 
world with minimal discrimination. In order to achieve 
this, three aspects must be considered. 

Ensuring AI systems seek to reduce power  
inequalities through feminist methodology

This aspect emphasises the application of an intersec-
tional feminist methodology in the field of AI. This in­
volves creating interdisciplinary and diverse teams and 
fostering iterative theory-practice loops to ensure that 
theoretical principles translate effectively into re­
al-world applications. Importantly, FAI extends beyond 
the direct development of AI systems; it involves en­
gaging multiple stakeholders (Gillam and Jain, 2024), 
such as policymakers and individual users, to advocate 
for systemic change.

One practical tool for bridging the gap between princi­
ples and practice is the Feminist Design Tool by the 
Feminist Internet and Young (Feminist Internet and 
Young, 2020). This tool operationalises feminist princi­
ples by translating them into actionable questions 
about topics such as stakeholders, purpose and context 
during the design process.

Through this methodology, power inequalities are 
identified and addressed with targeted measures to 
create more equitable AI systems with a human-centric 
purpose. These measures can be categorised using ex­
isting frameworks, such as environmental, social and 
governance (ESG) criteria, AI design phases, or their in­
tended audience. 

To further illustrate how theoretical principles can be 
translated into practical applications, several concrete 
measures can be considered. These include reducing 
the high resource demands of AI model training and 
minimising the carbon and climate footprint of AI sys­
tem design, as well as building a comprehensive un­
derstanding of the context in which the design oper­
ates and the power dynamics at play. Additionally, ef­
forts should focus on mapping unpaid or exploited 
labour in the supply chain, testing training data for di­
versity measures, and ensuring explicit consent for 

data collection and usage. Open-source alternatives 
should be elaborated to improve accessibility and 
transparency, while mechanisms must be established 
to challenge the reinforcement of harmful stereotypes. 
Finally, implementing regular maintenance measures 
and cycles will ensure continuous monitoring and con­
trol of undesired outcomes.

Ensuring AI systems meet societal demands 
and demonstrate implementation potential

Beyond designing purposeful AI systems, it is crucial to 
ensure their practical applicability. This involves con­
vincing powerful stakeholders of the value of redistrib­
uting power among more diverse groups. For instance, 
governments must enact stronger protections against 
discrimination targeting marginalised groups, organisa­
tions need to prioritise hiring a more diverse workforce, 
and engineers should focus on inclusive design.

Implementing FAI in practice involves both mitigating 
potential risks and optimising outcomes. For example, 
FAI can lead to higher-quality outputs, such as increased 
accuracy rates for female users or marginalised commu­
nities. Business leaders increasingly recognise that re­
sponsible AI implementation is not only socially respon­
sible, but also profitable in the long term, making it a 
compelling business case for investors. Furthermore, 
adopting a structured governance approach can reduce 
AI failures, minimise the loss of consumer trust caused 
by irresponsible practices, and ultimately enhance soci­
etal confidence in AI systems (Gillam and Jain, 2024).

Ensuring AI systems are continuously developed 
to reflect changing societal influences

A foundational feminist tool, the theory-practice loop, 
helps identify the real-world effects of implemented 
measures. While concepts such as equity, freedom and 
justice are inherently difficult to quantify, the nine prin­
ciples outlined by D’Ignazio and Klein (2024) provide a 
framework to evaluate power dynamics and uncover 
biases within AI systems. For instance:

	→ checking if a system relies on binaries and hierar-
chies, such as binary gender categories, which may 
introduce gender bias and exclude individuals identi­
fying as non-binary;

5How to bridge the gap between theory and practice



	→ assessing whether pluralism is embraced by valuing not 
just logical-mathematical intelligence, but other forms 
of intelligence such as interpersonal, bodily-kinaesthetic 
or naturalist intelligence (Onuoha and Nucera, 2023);

	→ ensuring that consent is explicitly obtained for the 
use of data in specific contexts, thereby preventing 
the exploitation of marginalised groups.

Other guiding principles include examining and challeng­
ing power structures, elevating emotion and embodiment, 
making labour visible and considering environmental im­
pact (Klein and D’Ignazio, 2024).

This ongoing development aspect sets FAI apart from tradi­
tional responsible AI frameworks. While both share values 
like accountability and transparency and aim to create a 
positive societal impact, their underlying approaches differ. 
Responsible AI typically assumes that injustices stem from 
a few “bad actors” or groups, focusing on implementing 
ethical safeguards. In contrast, FAI critically examines sys­
temic power structures as the root cause of inequities, aim­
ing to address these structural dynamics at their core (D’Ig­
nazio and Klein, 2020; Gillam and Jain, 2024).

Feminist AI in practice

FemAI: fostering equity at a legislative level

FemAI has petitioned the EU to incorporate feminist per­
spectives in the EU AI Act to protect MUUP from a regula­
tory standpoint (Wudel, Wedel and Gengler, 2023). How­
ever, the resulting EU AI Act reflects a balancing act that 
may compromise aspects of human rights protection 
(Wedel, Hazim and Wudel, 2024). The protection of envi­
ronmental and societal sustainability is for instance con­
sidered as an optional code of conduct (European Parlia­
ment and Council of the European Union, 2024b).

Through a participatory approach, FemAI ensures the in­
tegration of feminist methodology by using online round­
tables as expert focus groups. In this context, strategies 
have been developed to influence corporations via legisla­
tion. While the non-binding nature of the current frame­
work presents challenges for the implementation of FAI, it 
also opens up opportunities for future improvement. The 
focus now shifts to assessing the impact of this code of 
conduct on promoting more equitable AI. Creative ap­
proaches are being explored to encourage policymakers to 
adopt a mandatory clause, moving closer to a more inclu­
sive and impactful regulatory framework.

MIRA: reducing power inequalities in healthcare

FemAI has interviewed the CEO and team of a health 
tech start-up to share a concrete example of how AI tool 
providers can align with feminist values in practice. In 

doing so, FemAI seeks to remind tech entrepreneurs of 
their power to design the future. As this paper aims to 
bridge the gap between principle and practice, the au­
thors have decided to use a real-world example illustrat­
ing the technological advancement from our work in 
practice, in contrast to peer-reviewed sources which tend 
to be outdated after publication.

Responsible AI only works effectively when all key stake­
holders are involved. A key to success for a feminist vi­
sion of AI is directly correlated with close cooperation 
amongst research, civil society and tech companies to di­
rectly influence AI developments before their deployment. 
MIRA Vision will be showcased as one potential example 
of how FemAI envisions tech tools that serve humanity.

The MIRA Vision project (MIRA) is a resource-efficient 
AI diagnostic platform committed to data privacy, diver­
sity and social justice. By utilising synthetic, privacy-pre­
serving image data, MIRA ensures secure and equitable 
access to diagnostic health data for all user groups. Its 
approach reduces hierarchies and barriers in healthcare, 
fostering societal sustainability and democratising medi­
cal knowledge.

MIRA adopts a multi-stakeholder, iterative development 
process, focusing on synthetic data training to address 
inequities while minimising resource demands. By avoid­
ing deep learning algorithms, MIRA reduces costs, 
adapts quickly to evolving datasets, and remains accessi­
ble in resource-limited settings. This low-resource model 
also brings environmental advantages.

These innovations result in lower training costs and faster 
processing, enabling healthcare solutions to reach broad­
er populations. To address inequities and make them 
measurable, MIRA analyses mortality rates, side effects 
and treatment outcomes across gender, age and ethnicity. 
This data-driven approach helps uncover systemic dispari­
ties, ensuring technical efficiency is aligned with social in­
clusivity. By bridging gaps in healthcare delivery, MIRA 
accelerates access and tackles critical inequalities.

Conclusion

FAI offers a critical lens for addressing the social, ethi­
cal and structural issues embedded in AI systems. By 
applying intersectional feminist principles, FAI seeks 
to ensure that AI systems are not only inclusive, but 
actively work to dismantle historical power imbalances. 
This paper underscores the importance of theory-prac­
tice feedback loops, continuous development and 
stakeholder engagement in building AI systems that 
foster equity and justice. The integration of FAI into 
both legislative frameworks and business practices will 
be essential in advancing socially responsible AI and 
creating a more equitable technological future that 
provides benefits for humanity.
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