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Factors for the use of AI at the work-
place: technological performance of 
AI, the regulatory framework and 
whether AI can be integrated into 
production and labour processes.

An uncontrolled digitisation with AI 
on the top threatens to throw our 
work-oriented society off its current 
“balance”. A laissez-faire policy would 
not be a good path towards a digiti-
sed work-oriented society.

An AI impact assessment should ac-
tion on a suitable political-regulatory 
framework, transparency about ob-
jectives and operating modes of AI, 
participation and qualification of em-
ployees in the use of AI.
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1

INTRODUCTION

Digitisation has accelerated the transformation of labour. 
Even though work today is still prone to changes, there are 
certain periods during which the changes occur more 
rapidly. In this process, the implementation of new 
technologies plays an important role; however, this 
always takes place within the context of (and in 
interaction with) other social and cultural changes 
and circumstances. Digitisation should also be perceived 
in the milieu of new forms of globalisation, 
demographic development, changes in education, and, 
last but not least, a shift in working people’s values. 

A qualitatively new technological stage has begun under 
the label of “artificial intelligence” (AI) as part of the 
implementation of certain digital technologies used within 
the labour context in society. AI is the collective term for 
algorithms which can process large volumes of 
data and which are capable of learning and finding 
complex solutions autonomously. AI has the ability to self-
optimise and can be characterised by an immanent 
complexity and non-transparent approaches (“Black 
Box”). This distinguishes AI from other instruments 
(including digital tools) that have been used thus far. At 
the company level, AI systems can organise, manage, 
and control labour. These systems can also create a 
self-organising and optimising structure of business and 
labour relationships, as is done, for example, on 
labour platforms. The application of AI systems in the 
labour context thus leads to qualitative and quantitative 
changes which, in turn, require an adaptation of the 
regulatory framework as well as of labour relationships. 

Particularly on the macroeconomic and industry-wide level, 
a question has arisen – in addition to the issue of the new 
quality of work – of what quantitative employment impact 
would occur if AI as well as other digital technologies 
increasingly penetrated into business processes. However, 
the discussion about the potential impact on overall 
employment is very varied and inconsistent in Germany as 
well as in many other countries. The predictions of what 
effects AI involvement will have on employment vary 
strongly: this is also related to the prospects of putting AI 
to use and its potential. 

In this paper, we would like to determine the main 
dimensions of a work-focused assessment of 
progressive digital technologies in general (and 
specifically of AI) as they are used in the digital work-
oriented society. The goal is to define the necessity and 
scope of activities required for a comprehensive 
technology impact assessment. The first dimension 
includes the technology itself andits technical and 
economic potential. AI is part of digitisation processes, 
and the two of them are hard to separate. Therefore, 
we will first look at the development of AI and the 
technological limitations of its applicability in order to 
make the issue more tangible for further analyses in the 
labour context. The second dimension is the workplace 
itself. How is AI used in particular situations and what 
labour-related, political, and organisational changes does 
it affect? The third dimension is macroeconomic: will 
the automation potential lead to technological 
unemployment, or will AI bring about growth and 
employment for all and at a higher level? Or will it 
heighten the polarisation that the first waves of 
automation and digitisation have already set in motion? 
In our view, these three dimensions are fundamental 
for the continuation of the technology impact assessment 
in the course of ongoing digitisation, and they can 
guide areas of political action which will 
be elaborated on in the last section. 

Digitisation has accelerated the transformation of labour. 
Even though work today is still prone to changes, there 
are certain periods during which the changes occur more 
rapidly. In this process, the implementation of new tech-
nologies plays an important role; however, this always ta-
kes place within the context of (and in interaction with) 
other social and cultural changes and circumstances. Digi-
tisation should also be perceived in the milieu of new for-
ms of globalisation, demographic development, changes 
in education, and, last but not least, a shift in working 
people’s values. 

A qualitatively new technological stage has begun under 
the label of “artificial intelligence” (AI) as part of the im-
plementation of certain digital technologies used within 
the labour context in society. AI is the collective term for 
algorithms which can process large volumes of data and 
which are capable of learning and finding complex solu-
tions autonomously. AI has the ability to self-optimise and 
can be characterised by an immanent complexity and 
non-transparent approaches (“Black Box”). This distin-
guishes AI from other instruments (including digital tools) 
that have been used thus far. At the company level, AI 
systems can organise, manage, and control labour. These 
systems can also create a self-organising and optimising 
structure of business and labour relationships, as is done, 
for example, on labour platforms. The application of AI 
systems in the labour context thus leads to qualitative and 
quantitative changes which, in turn, require an adaptation 
of the regulatory framework as well as of labour relation-
ships.

Particularly on the macroeconomic and industry-wide le-
vel, a question has arisen – in addition to the issue of the 
new quality of work – of what quantitative employment 
impact would occur if AI as well as other digital technolo-
gies increasingly penetrated into business processes. 
However, the discussion about the potential impact on 
overall employment is very varied and inconsistent in Ger-
many as well as in many other countries. The predictions 
of what effects AI involvement will have on employment 
vary strongly: this is also related to the prospects of put-
ting AI to use and its potential.

In this paper, we would like to determine the main dimen-
sions of a work-focused assessment of progressive digital 
technologies in general (and specifically of AI) as they are 
used in the digital work-oriented society. The goal is to 
define the necessity and scope of activities required for a 
comprehensive technology impact assessment. The first 
dimension includes the technology itself and its technical 
and economic potential. AI is part of digitisation proces-
ses, and the two of them are hard to separate. Therefore, 
we will first look at the development of AI and the techno-
logical limitations of its applicability in order to make the 
issue more tangible for further analyses in the labour con-
text. The second dimension is the workplace itself. How is 
AI used in particular situations and what labour-related, 
political, and organisational changes does it affect? The 
third dimension is macroeconomic: will the automation 
potential lead to technological unemployment, or will AI 
bring about growth and employment for all and at a 
higher level? Or will it heighten the polarisation that the 
first waves of automation and digitisation have already set 
in motion? In our view, these three dimensions are funda-
mental for the continuation of the technology impact as-
sessment in the course of ongoing digitisation, and they 
can guide areas of political action which will be elabora-
ted on in the last section.
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The methods of AI were made possible by the connection 
between high-performance hardware, big data, and 
machine-learning procedures (algorithm-based processes). 
While the term “artificial intelligence” was coined in the 
1950s, the most significant procedures used today have 
been developed only in the past few decades. These 
developments were made possible by advances in 
hardware (smaller and faster chips and thus more 
processing power) and software (better algorithms). The 
current application of AI goes beyond the previous 
forms of the machine processing of information and 
allows the computer-controlled analysis of increasingly 
complex environments and processes. The development 
in storage technology, processing power, and speed 
have outlined a qualitative advancement from what 
used to be a predominantly theoretical approach to 
application-oriented AI. 

Despite the numerous contributions to the debate about 
“general-purpose AI” , for example, in popular culture, AI 
has always reached its limitations when it comes to 
autonomous understanding and comprehension, that is, 
“intelligence” as opposed to pattern recognition. Even the 
most trivial correlations can quickly overload an AI system. 
Even with manageable data sets, the enormous data 
combination possibilities can quickly produce uncontrollable 
volumes. For now, such a data explosion phenomenon 
can only be addressed with the aid of heuristics and 
the calculation of probabilities. This means, however, that 
even though the results of such processes could be good 
enough to outperform humans, they are not flawless 
and some uncertainty about their performance will 
always remain. This does not principally contradict the 
notion of intelligent action, because human action is also 
uncertain by definition in that it produces incomplete 
information. In turn, this is one of the reasons for the 
limited practical applicability of individual AI systems. 

There is also uncertainty when predictingthe further 
development of AI, which does not inhibit some people from 
granting AI too much potential in the work 
environment and endorsing it without restriction. As of 
today, genuine AI applications in most businesses 
are either very limited or are still being projected for 
implementation in the future, albeit mostly for only 

occasional and partly experimental use. Therefore, we are 
primarily interested in the development of specific areas of 
AI application in recent years to delineate the practical 
potential of the technology. 

Machine learning is a relatively well-developed and 
significant application area of AI in diverse production 
fields. With the aid of machine learning, cross-sectional 
tasks in enterprises are easier to control using AI, for 
example: (1) higher-level recognition of actions which 
enables abstract recognition of comparable situations 
(pattern recognition) as well as (2) handling of extremely 
large data volumes. This means that machine learning 
makes it possible to use examples and observations to 
draw conclusions and make generalisations which, unlike 
memorising (immediate storage), can help propose and 
transfer solutions to various situations. Typical practical 
application areas include target-specific advertising and 
marketing, logistics, predictive maintenance, customer 
relationship management, and people analytics. For 
example, user data such as purchase or search behaviour 
across different platforms can help automatically produce 
similar offers. This is one of the reasons why the distribution 
phase of the supply chain (advertising, the Internet, and 
customer relationships) and machine learning are in an 
interdependent relationship. 

In many other contexts, AI methods currently mark the 
technological boundary of digitisation in the business and 
labour environments. There is still a big gap between 
appreciating the potential of the technology and the 
specific application of AI in the workplace. In spite of this, 
it is conceivable that AI – and along with it the ”intelligent” 
digitisation of the labour world in the foreseeable future – 
will increasingly and essentially change. (In a way, this 
is already taking place.) There has been evident 
development and application potential in the growing 
predictability of processes in such labour-related areas 
as production, services, administration, and 
agriculture. The precision level, however, has suffered 
mostly from the fact that AI as such is hard to gauge and 
measure, and many business and work processes (in 
which AI could be integrated) are similarly difficult to 
quantify, which results in their difficult coding. 
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lopment of AI, which does not inhibit some people from 
granting AI too much potential in the work environment 
and endorsing it without restriction. As of today, genuine 
AI applications in most businesses are either very limited or 
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ment of specific areas of AI application in recent years to 
delineate the practical potential of the technology. 

Machine learning is a relatively well-developed and signifi-
cant application area of AI in diverse production fields. 
With the aid of machine learning, cross-sectional tasks in 
enterprises are easier to control using AI, for example: (1) 
higher-level recognition of actions which enables abstract 
recognition of comparable situations (pattern recognition) 
as well as (2) handling of extremely large data volumes. This 
means that machine learning makes it possible to use 
examples and observations to draw conclusions and make 
generalisations which, unlike memorising (immediate stora-
ge), can help propose and transfer solutions to various situ-
ations. Typical practical application areas include tar-
get-specific advertising and marketing, logistics, predictive 
maintenance, customer relationship management, and pe-
ople analytics. For example, user data such as purchase or 
search behaviour across different platforms can help auto-
matically produce similar offers. This is one of the reasons 
why the distribution phase of the supply chain (advertising, 
the Internet, and customer relationships) and machine lear-
ning are in an interdependent relationship. 

In many other contexts, AI methods currently mark the 
technological boundary of digitisation in the business and 
labour environments. There is still a big gap between 
appreciating the potential of the technology and the speci-
fic application of AI in the workplace. In spite of this, it is 
conceivable that AI – and along with it the “intelligent” di-
gitisation of the labour world in the foreseeable future – 
will increasingly and essentially change. (In a way, this is al-
ready taking place.) There has been evident development 
and application potential in the growing predictability of 
processes in such labour-related areas as production, servi-
ces, administration, and agriculture. The precision level, 
however, has suffered mostly from the fact that AI as such 
is hard to gauge and measure, and many business and work 
processes (in which AI could be integrated) are similarly di-
fficult to quantify, which results in their difficult coding. 

Despite the lively debate about the potential of AI to funda-
mentally change our society and the working world, the 
specific effects of AI on the labour context are still un-
der-researched, which is why the discourse tends to be 
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Despite the lively debate about the potential of AI to 
fundamentally change our society and the working world, 
the specific effects of AI on the labour context are 
still under-researched, which is why the discourse tends to 
be anecdotal. Some of the anecdotes are presented by 
AI developers, whose aim it is to fully mechanise 
human intelligence: an ambitious and desirable goal for 
some, but an ambivalent and dystopian objective for 
others. Nils Nilsson, a pioneer in AI and robotics, defined 
this goal as “[the] complete automation of 
economically important jobs” (Nilsson 2005: 69). 
Nilsson proposed that an“ employment test” could 
help measure what share of human work might be 
acceptably performed by an AI system. AI systems 
would only need to pass the same qualification tests 
as people are required to pass to be allowed to do 
special jobs. Current versions of such tests have come 
to the conclusion that in knowledge-based careers, AI 
is becoming increasingly competitive and has a more 
vertical outreach in enterprises (Webb 2019; Muro et al. 
2019). 

These and other tests, however, suffer from a whole 
range of methodological restrictions which can strongly 
reduce their validity. In particular, the performed jobs 
and tasks are frequently described only in keywords and 
are quickly dubbed as “redundant” when contrasted with 
the alleged capabilities of AI. Another factor is that not all 
adjustments are implemented in businesses merely 
because they can technically be done. Putting 
technological innovations into practice, including the area 
of AI technology, needs special considerations and 
requires actual limitations to be put in place. The 
following section will provide a systematic overview 
of the potential implementation (and its 
boundaries) of AI in a specific workplace. It seeks to 
provide an essential and progressive view of the 
differentiated understanding of the purpose of AI 
application in the labour environment as a whole, 
which targets the substitution of labour only in selected 
cases (see Section 4). 
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the purpose of AI application in the labour environment as 
a whole, which targets the substitution of labour only in 
selected cases (see Section 4). 
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Several factors influence whether and to what extent AI is 
actually used in individual businesses. The first factor is the 
technological performance of AI. The second factor is what AI 
is allowed to do (what regulatory frameworks are in place: 
under what conditions, for what tasks, and with what 
requirements AI can be implemented). The second point 
includes ethical and regulatory limitations as well as the 
question of how much AI can be integrated into 
production and labour processes: i. e. , its “integration 
capacity”. Both of these factors establish a framework for a 
business decision on whether an investment in AI will be truly 
beneficial in a given case. The third factor (the issueof what the 
business calculation of costs and income will look like) is 
particularly hard to address in the case of AI. The decision 
about the actual implementation of AI in businesses 
thus depends on what AI can do and what it is allowed to 
do, as well as what it can bring to the business in question. 

Regardless of the frameworks, many business contexts 
make it difficult to gauge what investments in AI will 
actually mean for production and labour processes, and 
whether they could help achieve the desired progress in 
production. Because of the fact that the application of 
technology changes as much as technology changes itself, 
such decisions are hard to make for many businesses. The 
speed and scope of AI development in the coming years is 
wide open. With individual implementations, it is difficult 
to estimate how fast the operational adaptation to AI use 
will be applied and how long it will last. Moreover, the 
regulatory framework is a fast-changing variable because 
it is only in its initial stages in many areas. Finally, it is 
difficult to assess whether the technology can be 
successfully integrated into the work organisation of a 
business and whether it can actually improve the overall 
processes in production or the provision of services. This 
depends very much on “soft” factors, namely, whether 
the interaction between AI and people (colleagues, 
customers, and so on) will succeed and is sufficiently 
productive. If this interaction fails, negative consequences 
cannot be ruled out. 

The tension between moving technological boundaries, 
unclear regulatory framework, and operational functionality 
makes the decision-making process concerning making 
economic investments very uncertain. If a positive decision 

is nonetheless made and an investment in AI is carried out, it 
might be driven by a general technological optimism (a 
desire to present oneself as a “front-runner”), or it 
might simply be acting upon the advice of often 
exaggerating consultancy institutes advocating for 
a technological future. As a result, even expensive and 
disastrous investments are quite possible (note, for 
example, the experience with the “CIM Ruins” [Computer-
integrated Manufacturing] in the 1970s and 1980s). On 
the other hand, the productive potential of AI might not 
be utilised at all because of general uncertainty and 
scepticism. In both cases, an informed discussion 
and impact assessment of the application of AI 
technology can help reduce the uncertainties affecting 
the decision-making processesin businesses. 

What are the expected outcomes of AI application in the 
working environment or directly in the workplace? 
In which areas does (or could) AI play a role? Ultimately, 
such questions are relevant if we take into consideration 
the fact that AI implementation will affect operational 
functionality (the “functionality of labour”) and alter 
the qualitative conditions and the power relationships 
in the workplace and across anentire company. 

Based on the current (qualitative) potential-focused 
analysis, it can be expected that AI implementation will 
likely affect cognitive routine tasks; in this sense, “routine” 
should be more broadly formulated to include progressive AI 
capabilities (see more on this in Section 4). At present, such 
tasks already encompass such things as the processing 
of standard cases in finance, insurance, medicine, 
health care, and many areas of the law. In these areas, 
AI plays a role that goes beyond merely evaluating data, 
making predictions, and producing diagnostics: it is 
also actively involved in research. However, the discussion 
about pattern recognition in the medical field has shown 
that a full-scale replacement of human decision-making is not 
(yet) possible. At the same time, there has been enough 
evidence to prove that AI could be used in an assistant 
capacity provided this is done within reasonable limits. 

The social and care services provided to people are another 
field of potential AI implementation which demonstrates 
its limitations. Construed as the physical agents of AI, 
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BUSINESS IMPLEMENTATION FOR FACING 
THE TENSION BETWEEN PROFITABILITY 
AND REGULATION
Several factors influence whether and to what extent AI is 
actually used in individual businesses.The first factor is the 
technological performance of AI.The second factor is what 
AI is allowed to do (what regulatory frameworks are in pla-
ce: under what conditions, for what tasks, and with what 
requirements AI can be implemented).The second point in-
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on whether an investment in AI will be truly beneficial in a 
given case.The third factor (the issueof what the business 
calculation of costs and income will look like) is particularly 
hard to addressin the case of AI. The decision about the 
actual implementation of AI in businesses thus depends on 
what AI can do and what it is allowed to do, as well as what 
it can bring to the business in question.

Regardless of the frameworks, many business contexts 
make it difficult to gauge what investments in AI will actu-
ally mean for production and labour processes, and whether 
they could help achieve the desired progress in production.
Because of the fact that the application of technology 
changes as much as technology changes itself, such decisi-
ons are hard to make for many businesses.The speed and 
scope of AI development in the coming years is wide open.
With individual implementations, it is difficult to estimate 
how fast the operational adaptation to AI use will be 
applied and how long it will last.Moreover, the regulatory 
framework is a fast-changing variable because it is only in 
its initial stages in many areas.Finally, it is difficult to assess 
whether the technology can be successfully integrated into 
the work organisation of a business and whether it can ac-
tually improve the overall processes in production or the 
provision of services.This depends very much on “soft” fac-
tors, namely, whether the interaction between AI and peo-
ple (colleagues, customers, and so on)will succeed and is 
sufficiently productive.If thisinteraction fails, negative con-
sequences cannot be ruled out.

The tension between moving technological boundaries, un-
clear regulatory framework, and operational functionality 
makes the decision-making process concerning making 
economic investmentsvery uncertain.If a positive decision is 
nonethelessmade and an investment in AI is carried out, it 
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a technological future. As a result, even expensive and 
disastrous investments are quite possible (note, for 
example, the experience with the “CIM Ruins” [Computer-
integrated Manufacturing] in the 1970s and 1980s). On 
the other hand, the productive potential of AI might not 
be utilised at all because of general uncertainty and 
scepticism. In both cases, an informed discussion 
and impact assessment of the application of AI 
technology can help reduce the uncertainties affecting 
the decision-making processesin businesses. 

What are the expected outcomes of AI application in the 
working environment or directly in the workplace? 
In which areas does (or could) AI play a role? Ultimately, 
such questions are relevant if we take into consideration 
the fact that AI implementation will affect operational 
functionality (the “functionality of labour”) and alter 
the qualitative conditions and the power relationships 
in the workplace and across anentire company. 

Based on the current (qualitative) potential-focused 
analysis, it can be expected that AI implementation will 
likely affect cognitive routine tasks; in this sense, “routine” 
should be more broadly formulated to include progressive AI 
capabilities (see more on this in Section 4). At present, such 
tasks already encompass such things as the processing 
of standard cases in finance, insurance, medicine, 
health care, and many areas of the law. In these areas, 
AI plays a role that goes beyond merely evaluating data, 
making predictions, and producing diagnostics: it is 
also actively involved in research. However, the discussion 
about pattern recognition in the medical field has shown 
that a full-scale replacement of human decision-making is not 
(yet) possible. At the same time, there has been enough 
evidence to prove that AI could be used in an assistant 
capacity provided this is done within reasonable limits. 

The social and care services provided to people are another 
field of potential AI implementation which demonstrates 
its limitations. Construed as the physical agents of AI, 
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robots are often the barometers of the degree of the 
automatisation of a production line or service as 
a consequence of digitisation and the related impact on 
labour and employment (cf. Dauth et al. 2017; Bessen 
2018). AI can control a robotic system which in theory 
could carry out all kinds of assistance activities in a company 
or household. Image recognition, sensors, and actors (that 
is, all technologically complex construction units) are thus 
increasingly capable of fulfilling diverse human-like tasks. 
Nevertheless, personal services make it particularly evident 
that reasonable decisions and emotional tasks will still 
need to be largely performed by humans. One of the 
reasons for this is that AI cannot develop human emotions 
(simulations are possible, but have so far been qualitatively 
very limited in comparison with human emotional 
expressions). Another reason is that humans, as emotional 
beings, will accept reasonable information about 
themselves primarily from other people rather than from 
machines. For example, in the insurance business, where 
the assessment of insurance claims is fully automatised, the 
communication of rejected claims is normally carried out 
by people. Overall, we have to assume that activities which 
require emotional intelligence and empathy, as well as 
those that involve making ethical decisions, will largely 
remain in the human domain for some time. 

The actual decisions that are made about AI application in 
a company or a workplace consequently influence the 
possible quantitative impact of AI on employment in 
a business, industry, or sector, and ultimately the overall 
economy. The following section discusses the quantitative 
effects on employment based on various assumptions. The 
conclusion is reached that neither the threatening scenario 
of technology-driven unemployment nor a new “Pareto 
efficiency” are likely. Nonetheless, the idea that AI and 
digitisation will lead to a further polarisation of labour, 
employment, income, and status is worthy of consideration: 
the less controlled the manner in which AI and digitisation 
enter the labour environment, the greater the polarisation. 
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likely.Nonetheless, the idea that AI and digitisation will lead 
to a further polarisation of labour, employment, income, 
and status is worthy of consideration: the less controlled 
the manner in which AI and digitisation enter the labour 
environment, the greater the polarisation.
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The discussion about the quantitative impact of digital 
technology implementation on employment has been 
going on for several years now. Quite a few notable studies 
have come to the conclusion that the digitisation of the 
labour environment will result in massive upheavals in the 
form of job losses. This also applies (perhaps most of all) to 
AI and the growing use of machine-learning systems. 

Methodologically speaking, the reasons for such results 
usually include the comparison of profession profiles in 
labour market statistics as well as assessments of 
technology potential based on AI development or the 
numbers of registered patents. This aids the argument that 
in the next two decades up to a half of all jobs could be 
eliminated due to digitisation, particularly as a consequence 
of using AI. Professions in transport, logistics, 
manufacturing, and services are among the most 
endangered. Low- and middle-income groups will beat the 
centre of the job-cutting process, and this is why 
technologically driven unemployment further catalysed by 
digitisation would accelerate existing polarisation. In 
addition to manual routine activities, machine learning 
and mobile (lightweight) robotics could perform cognitive 
tasks without firm specifications and thus bring about 
upheavals in the middle and upper strata of the 
workforce (Frey/Osborne 2013; 2017; Muro et al. 2019). 

There is a consensus that digitisation can potentially lead to 
the substitution of labour. The only question is how great this 
potential is and what counterforces there will be if they are 
necessary. The difference between a direct disruption in 
the labour market and moderating effects is usually made by a 
“net calculation” across society (Arntz et al. 2017; Arntz et al. 
2018; Dauth et al. 2017; Fuchs et al. 2018). Jobs or activities 
eliminated by digitisation are contrasted with new jobs in other 
areas. Growing productivity propelled by digitisation brings 
macroeconomic competitive advantages, added value, and 
ultimately employment effects (McKinsey Global Institute 
2018; World Economic Forum 2018). 

A common assumption in the scenario of technology-
driven unemployment is that primarily very simple tasks 
can be automated. Nonetheless, the higher the routine 
degree of an activity, the greater the potentialis for its 
substitution. Profound research has clearly shown that no 

routine is like any other; after all, even the simplest routine tasks 
are incorporated into work processes as well as the whole 
organisation and cannot be simply broken up and structured 
anew. Many of these simple routine tasks are valuable 
precisely because they require practical knowledge and 
experience that is hard to transfer and formalise. In other 
words, it is something that AI has not been able to 
sufficiently reproduce so far. A static, isolated, and 
separable understanding of routine work often does not do 
justice to the tasks in question and in turn only 
exaggerates the realistic capabilities of AI. The capacity of 
human labour is, on the contrary, determined by means that 
are qualitative and context-dependent and cover a broad 
spectrum of activities (Pfeiffer/Suphan 2015). Knowledge 
that is not formalised but “ tacit” (Autor 2015) goes beyond 
formal qualifications and involves such human senses as 
intuition, gut feeling, and emotions. It also comprises 
general knowledge and common sense, i. e., precisely 
the degree of understanding which AI and machine 
learning still have great lengths to reach. If the labour 
capabilities are not part of this perception (if that is even 
possible), it will quickly transpire that the pendulum has not 
yet swung to the AI side and that there is still a long 
journey ahead to achieve simple and informal human 
capabilities in the labour context. 

The binary opposition between routine and non-routine tasks is 
therefore very limited and encourages a premature 
definition of digital technologies (including AI tools) as 
instruments of human replacement. It is evident, however, 
that the existing processes and organisation of work are 
becoming more efficient owing to AI: driverless transport 
systems, man-robot-collaboration (cobots), smart glasses, 
3D-print and additive manufacturing, digital assistance 
systems, enterprise resource planning, digital twins, and other 
innovations are increasingly becoming part of the 
company-level and industry-wide division of labour. Such systems 
have far-ranging effects on individual jobs and are 
accompanied, in many cases, by a concen-
tration of workflow and workload (Dispan/Schwarz-Kocher 
2018). In addition to the qualitative aspects of these 
alterations in labour, this development also leads topossible 
quantitative changes. But drawing conclusions based on 
specific (negative) quantitative employment impacts does not do 
justice to the inherent complexity of routine tasks. 

4

GREATER POLARISATION IN 
THE LABOUR MARKET
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On the other hand, the potential for substitution is 
accompanied by positive quantitative employment 
expectations. Up to the individual burn-out limit, work 
intensification is connected with a growth in productivity. 
Digitisation and the implementation of AI require 
investments to be made, and these investments can mean 
either more or less employment. In an optimistic scenario, 
the implemented digital technology will lead to 
a technological upgrade and change the capital structure 
in a business. Rising overall employment is thus 
a consequence of the growing demand for a concrete type 
of capital. The increase in production demand in industries 
providing the inputs for this type of capital leads to growing 
employment in the economy as a whole. 

Furthermore, investments in digitisation technology alter 
the cost structure and thus also the relative competitiveness 
of companies. Businesses that cut their costs thanks to 
digitisation can lower their prices and increase the demand 
for their products and services correspondingly, provided 
there is constant demand from other sectors of the 
economy (Arntz et al. 2018). Consequently, the output of 
the investing businesses increases and produces new 
income in the form of wages, profits, and capital income. 
An important aspect in this scenario is the competitiveness 
effect as well as the division of earnings into capital- and 
labour-related income. Rising productivity reduces the 
production costs for automated activities, which can lead 
to a growth inprofits or an increased demand for work in 
non-automated activities. Corresponding simulations have 
shown that this is often followed by long-term surges in 
the overall demand for the workforce in the economy 
(Fuchs et al. 2018). 

Looking at these and similar considerations more closely, it 
becomes apparent that they strongly rely on spill-over 
effects from one sector to another. However, they are 
much more complex than is commonly assumed. Many 
problems emerge; if capital productivity increases in relation 
to work, technological innovations are generally labour-
saving, meaning that it is rather unlikely that growing 
productivity would result in increased average wages. If 
labour is replaced by technology faster than new labour is 
created, then technology replaces work; and no increase in 
labour demand in other sectors is necessarily created. 
Ultimately, digitisation decisions made by a business will 
always be the result of a calculation of relative factor 
prices, i. e. , relative prices for all necessary production 
factors. It is therefore not unlikely that digitisation will be 
accompanied by sinking average wages, because the 
substitution effect leads to a decreased labour demand 
(Acemoglu/Restrepo 2018). Ultimately, the outcome will 
be a growing inequality first on the labour market and 
then in the whole economy (Korinek/Stiglitz 2017). This 
context also highlights the need for a regulatory 
framework or a redistribution of profits from 
innovations, because otherwise the overall outcome 
from technology-driven innovation can be negative 
for society as a whole when compared with the situation 
before the innovation (Acemoglu 2019).

Even if higher wages become a reality as a result of 
digitisation in an industry or the economy as such, this 
does not mean that potential purchasing power will 
materialise in new purchasing activities in either the 
same orother business areas. A lot depends on other 
factors, such as the way digitisation creates a new 
structure of economic demand (for instance, via new 
purchasing patterns), how high or low earners profit from 
it, and what savings rates currently shape the economy. 
Until now it has been empirically observed that 
higher qualified labour profits from digitisation and 
human activity aremostly complemented by it. 
There is flexible demand for the corresponding 
products and services provided by the workforce; at 
the same time, however, there is inflexible labour supply 
in these areas (i. e. , a shortage of skilled workers). 
Activities performed by workers with lower 
qualification profiles paint a different picture. The 
demand for manual activities is relatively inflexible as 
far as their price is concerned; if the price of manual 
activities drops due to digitisation, the demand for 
them does not rise correspondingly. We are now 
experiencing the preliminary stage of “Polarisation 4. 
0” (cf. Autor et al. 2017; Autor/Salomons 2017). 
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market and then in the whole economy (Korinek/Stiglitz 
2017). This context also highlights the need for a regulatory 
framework or a redistribution of profits from innovations, 
because otherwise the overall outcome from technolo-
gy-driven innovation can be negative for society as a whole 
when compared with the situation before the innovation 
(Acemoglu 2019).

Even if higher wages become a reality as a result of digiti-
sation in an industry or the economy as such, this does not 
mean that potential purchasing power will materialise in 
new purchasing activities in either the same or other busi-
ness areas. A lot depends on other factors, such as the way 
digitisation creates a new structure of economic demand 
(for instance, via new purchasing patterns), how high or 
low earners profit from it, and what savings rates currently 
shape the economy. Until now it has been empirically ob-
served that higher qualified labour profits from digitisation 
and human activity aremostly complemented by it. There is 
flexible demand for the corresponding products and servi-
ces provided by the workforce; at the same time, however, 
there is inflexible labour supply in these areas (i.e., a shor-
tage of skilled workers). Activities performed by workers 
with lower qualification profiles paint a different picture. 
The demand for manual activities is relatively inflexible as 
far as their price is concerned; if the price of manual activi-
ties drops due to digitisation, the demand for them does 
not rise correspondingly. We are now experiencing the 
preliminary stage of “Polarisation 4.0” (cf. Autor et al. 
2017; Autor/Salomons 2017).

The automatic interconnection between digitisation, boosts 
to productivity, and a growing (macroeconomic) demand 
for labour, as implied by several involved actors, turns out to 
be rather dubious. It still remains to be seen whether digiti-
sation and the increasing use of AI will have positive or ne-
gative effects on labour and employment. A lot depends on 
what direction is taken and the relevant regulatory fra-
mework. A laissez-faire policy would not be a good path 
towards a digitised work-oriented society. On the contrary, 
uncontrolled digitisation with AI on the top threatens to 
throw our work-oriented society off its current “balance”. 
In the end, there will be (too) few winners and (too) many 
losers.
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In the foreseeable future, however, it seems that we will 
not be addressing the fundamental question of whether 
people will be working or not. Technology-driven 
unemployment, being a potentially comprehensive and 
long-lasting state of affairs, principally involves a scenario 
that is itself rooted in technological progress, just like 
a new “Pareto efficiency” for labour and employment. 

Nonetheless, in order to achieve and maintain a socially, 
economically, and environmentally balanced work-oriented 
society within such a highly dynamic process as digitisation, 
it will not suffice to evaluate the impact of technology 
implementation and fine-tune the corresponding measures 
by means of regulation. The rapid development of core 
digital technologies, with AI and machine learning at the 
current technological frontier, requires a continuous and 
holistic approach to labour and the socio-economic 
dimension of technology (Kellermann/Obermauer 2020). 

As was mentioned above, the relevant aspects of such an 
approach have yet to be defined. This is harder than it might 
seem at first sight, since the development – be it 
technological, corporate, or macroeconomic – is very 
dynamic. Defining the first discussed aspect – technology 
and the prediction of its potential – is difficult, if not 
impossible, even for AI developers. Both software and 
hardware keep on hitting severe barriers of further 
development. Developing them beyond these barriers is not 
impossible, but such advancement is a kind of wild card 
which calls for a whole number of detailed solutions in 
diverse areas and labour contexts. Besides, it cannot be ruled 
out that many individual types of artificial intelligence will 
establish a form of AI that will be capable of performing 
activities aimed at its initially defined purpose as a sort 
ofgeneral-purpose intelligence (Russel 2019). At present, 
however, this seems to be a rather unlikely scenario. 

It is important to continuously and carefully observe all 
technological developments in society. An open and 
independent technology impact assessment which is focused 
on specific uses as well as social impact thus remains 
a fundamental prerequisite forthetangible evaluation of the 

potential of technology, including its social impact. In this regard, 
the establishment of an AI observatory by the German Ministry 
for Labour and Social Affairs is a step in the right direction1. 

In addition to technological advances, the ongoing 
transformation of labour, industry, and individual workplaces 
and labour contexts has to be continuously assessed. 
Representative evaluations of AI implementation in the 
labour context have been scarcein Germany as well as in 
Europe. One exception is a joint research project between the 
American IT corporation IBM and the German services union 
Ver. di, which has been commissioned to enable the 
application of Watson-AI for IBM customers (IBM 2019). The 
project specifically pursues the question of what effects AI 
implementation could have for services activity. 

In order to make a broadly defined and labour-focused 
technology impact assessment, it is necessary to categorise 
and continuously gauge the application forms of AI in the 
labour context. In the process, the primary aim should not 
only be to observe the technical differences between 
various AI systems or determine the degree of technological 
advancement, but also to understand the role which AI 
plays (or should play) in a company. This role will then 
define different demands on the regulation and 
transparency of AI as well as framework conditions for the 
required participation and competence of workers and 
their representation in the business. 

Such a technology assessment impact needs adequate 
categorisation and tools which can be used on the company 
level as well as across the industry. The categorisation will 
initially require the use of two aspects of AI implementation 
in the workplace in order to set up a matrix describing the 
consequences of implementing AI as part of the labour 
organisation (Albrecht 2020). The process will have to 
distinguish between a “horizontal” dimension, i. e. , 
whether AI should serve as a tool to support or replace the 
work of employees (A), or whether it should be 
implemented as an instrument of human resources 
management (B). Examples in the A category 
include chatbots used to communicate with customers or to 

1 https: //www. denkfabrik-bmas. de/projekte/ki-observatorium
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consequences of implementing AI as part of the labour or-
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should serve as a tool to support or replace the work of 
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evaluate an insurance claim. Examples in the B category 
may include the use of AI to produce shift schedules, put 
teams together, assess performance, or select applicants. 
There is also a “vertical” dimension to the processin who 
makes the final decision. Here, it is important to differentiate 
whether the decision-making should remain within the 
competence of people (1) or be shifted to AI (2). 

As far as the role that could be assumed by AI on 
a corporate level is concerned, there are the following four 
implementation modes: The technology can be a tool that 
will either support employees (A1) or partly replace them 
(A2). Additionally, the technology can also support the 
decisions made in human resources management (B1) or 
autonomously take over the process (B2). 

The different categories can help clearly define the various 
requirements for the framework conditions under which AI can 
be implemented for use in such a way that does justice to 
socially and economically sustainable work design (best labour 
practice). It can be assumed that the (technological) regulatory 
demand in A1 is rather small, while it is quite high in B2. For 
example, work platforms present an extreme case of the B2 
category, because ultimately the entire “business organisation” 
will be more or less taken over autonomously by AI. 

This categorisation can contribute to the establishment of 
technology impact assessment practices for AI 
implementation at the workplace. This seems necessary 
because the advancement of social institutions, including 
the workplaces in question, should not be driven solely by 
technologically disruptive developments. More 
institutions should be established where the application 
of new technologies can be aligned with social norms and 
demands as well as with individual workplaces and the 
role of labour in the work-

oriented society as a whole. 

Four action levels are of particular importance: (1) a suitable 
political-regulatory framework, (2) transparency about 
objectives and operating modes of AI or technology 
application in specific cases, (3) participation of employees in 
the implementation and use of the technologies, and (4) 
employee competence to deal with AI constructively and 
critically. 

(1) As far as AI implementation in numerous areas of the 
labour world is concerned, it will be necessary to carry out 
inspections (and ensure further development) of the existing 
regulations and institutions. An essential area is data 
protection. The European General Data Protection Regulation 
(GDPR) introduces such important principles as “privacy by 
design” and “privacy by default”, and it defines the rules 
that shall also apply for all categories of AI systems and that 
shall be put into practice. In addition, it makes room for more 
specific regulations for national lawmakers when it comes to 
employee data protection due to the special interdependence 
of employees. Such special protection rights should become 
a necessary option, especially for AI implementation within 
the B1 and B2 matrixes. Of course, the regulation also affects 
other areas, such as the adaptation of labour protection, 
labour law, and the rights of the participating workers. An 
example of regulating this area would be the prohibition of 
fully automated decisions made about layoffs.

(2) Another matter of essential importance for the 
implementation of AI is the transparency of its goals and 
functionalities, so far as this is possible with self-learning 
systems. Such a transparency primarily requires the setting 
up of criteria for use in data collection and evaluation as well 
as establishing what decisions would be taken on the basis of 
this data (categories A1 and B1) or made by it (A2 and B2). 
The most important question here is whether people would 
control technology or vice versa. It is not imperative to fully 
exclude decisions made by AI; however, it is necessary to 
create a system in which humans do not become a mere 
“appendage” to a machine-made order and will always keep 
the higher decision command in both the overall process as 
well as in critical individual situations. This issue is particularly 
sensitive in cases when AI is used in processes of personal 
management (B1 and B2). Even though these decisions are 
made by (human resources) management “only” upon 
recommendations made by AI (B1), the problem is that it is 
frequently impossible for the management itself to follow 
the AI-made recommendation. This is partly because many 
AI providers do not allow any insight into their systems. It is 
also because self-learning systems make it difficult to 
understand and follow their recommendations as long as no 
“explanation function” is made available.

(3) The implementation of AI systems in specific national 
business and labour contexts also means that AI has to be 
integrated into the respective stakeholder structures. In 
Germany, this means that the employees and the 
representatives of their interests should participate in this
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The most important question here is whether people would 
control technology or vice versa. It is not imperative to fully 
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create a system in which humans do not become a mere 

“appendage” to a machine-made order and will always ke-
ep the higher decision command in both the overall process 
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cisions are made by (human resources) management “only” 
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integrated into the respective stakeholder structures. In 
Germany, this means that the employees and the represen-
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process from early on (in other European countries, different 
AI-related participation rules are in place). It is a challenge to 
make sure that such an early form of participation will actually 
and transparently take place. In practice, employers often 
lack access to the necessary information which they ought to 
make accessible for their employees and their representatives 
because the AI providers do not make the information 
transparent. Further demand for regulation has arisen from 
the fact that AI systems are learning in the business 
environment and, as opposed to non-learning IT systems, are 
constantly altering the technological basis. This dynamic 
character of learning systems is of great significance to all 
stakeholders and has so far been underestimated as far as 
regulation is concerned. Agreements concluded between 
social and business partners concerning AI systems will need 
to change their nature: in the place of constantly applied 
rules, regular consultations between social partners and new 
centralised and decentralised conflict solution mechanisms 
will need to be planned. 

(4) Such “process agreements” may not be completely new 
for trade unions and workers’ representatives; however, in 
order to address the specific challenges of AI implementation, 
it will become necessary to continuously educate workers in 
technical, legal, and especially cultural issues. This makes it 
possible for trade unions to enter a new field: industry-wide 
know-how focused on AI issues could help train and support 
workers’ representatives and employees. They could, for 
instance, participate in the certification of AI applications 
regarding behaviour and performance control functions, at 
least with standard applications. Such a certification could 
help avoid an inhibited implementation of AI systems by 
facilitating the above process of employee representatives’ 
involvement, even though it could not replace it due to the 
mentioned permanent changeability of the systems.

Finally, employee qualifications will be crucial for the 
successful introduction and use of AI systems. It has to be 
ensured that employees are qualified to operate AI systems 
and are ready to assume new tasks, if necessary, when the 
tasks they have been performing thus far are replaced by AI. 
The qualification measures ought to extend to the operation 
of business- and activity-focused systems as well as to a 
fundamental understanding of the system in place, 
including the logic behind it. They should also mediate the 
new capabilities which will arise through the altered 
activities during the use of AI systems. 

The four action levels described above contribute to a new 
social framework, which could settle the disruptive and 
dynamic technology development within a predictable and 
transparent institutional context. The social objective is to apply 
such an institutional framework to prevent a loss of control 
over the technology. It also aims to give AI and digitisation the 
necessary room for advancement and application, while at 
the same time allowing one to calculate the impact of 
technology on a workplace, the affected professions, and 
the overall economy, and to establish reliable 
control mechanisms on various levels. Otherwise, there is the 

danger that the work-oriented society will suffer a greater 
polarisation in income groups, and thus a much greater 
polarisation in society as a whole. Should we fail to regulate 
digitization in the context of work on the abovementioned 
levels, there will be a substantial threat to the working society 
as a whole. The technological dynamic needs to be merged 
with the normative issue of how, by what means, and why 
we hang on to a division of labour – and work for each 
other’s ends. 
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each other’s ends.
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Several factors influence whether 
and to what extent AI is actually used 
at the workplace and whether 
investments pay of: The technological 
performance of AI, the regulatory 
framework in place and whether AI 
can be integrated into production 
and labour processes.

The automatic interconnection between 
digitisation, boosts to productivity, and 
a growing (macroeconomic) demand for 
labour is rather dubious. A lot depends 
on what direction is taken and the 
relevant regulatory framework. A 
laissez-faire policy would not be a good 
path towards a digitised work-oriented 
society. On the contrary, uncontrolled 
digitisation with AI on the top threatens 
to throw our work-oriented society off 
its current “balance”. In the end, there 
will be (too) few winners and (too) many 
losers.

An AI impact assessment should look at 
two dimensions: First, whether AI 
should serve as a tool to support or 
replace the work of employees (A) or 
whether it should be implemented as an 
instrument of human resources 
management (B). Second, whether AI 
supports human decision-making (1) or 
takes over decision-making (2). It should 
guide action on a suitable political-
regulatory framework, transparency 
about objectives and operating modes 
of AI, the participation and qualification 
of employees in the use of AI.
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